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Introduction:
 Problem: Depth image captured by RGBD cameras are influenced by 

illumination or the materials of the objects.

 Goal: A novel two-stage approach provide more accurate and complete 
depth images. 

 Key idea: Missing depth patches                 Masks

Experiments：
 Quantitative Comparison：

 Qualitative Comparison：
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 Paper, code, and demo are available:
 kailaisun/Indoor-Depth-Completion

Simulate?

Method:

 (a) First stage: Masked Autoencoder (MAE)-based Self-supervision
Pre-training. It aims to learn an effective latent representation from
the jointly masked RGB and depth images. Unlike MAE, we only
mask the missing depth areas; in loss function, we only consider the
parts where the depth value exceeds zero.
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Additional Applications：
 Indoor 3D Reconstruction with completed depth images performs 

better than uncompleted depth images
 ORB SLAM 3 method was used to reconstruct indoor scene on ICL-

NUIM dataset.
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 (b) Second stage: Indoor Depth Completion Based on Supervised
Fine-tuning. It aims to learn a decoder based on token fusion to
complete (reconstruct) the full depth from an incomplete depth image.
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